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A VERSION OF p-ADIC MINIMALITY 

RAF CLUCKERS AND EVA LEENKNEGT 

Abstract. We introduce a very weak language SM on />-adic fields K, which is just rich enough to 

have exactly the same definable subsets of the line K that one has using the ring language. (In our context, 

definable always means definable with parameters.) We prove that the only definable functions in the 

language _S?,i/ are trivial functions. We also give a definitional expansion S'M of S?M in which K has 

quantifier elimination, and we obtain a cell decomposition result for &M -definable sets. 

Our language i ? « can serve as a p-adic analogue of the very weak language (<) on the real numbers, to 

define a notion of minimality on the field of/?-adic numbers and on related valued fields. These fields are 

not necessarily Henselian and may have positive characteristic. 

§1. Definitions and main results. When studying minimality, the following con
cept, which was introduced by Macpherson and Steinhorn [12] is a natural frame
work. 

1.1. DEFINITION. Let 5C be an expansion of a language 5fo- A structure (AT, J?) 
is called 5o-minimal if and only if every ^-definable subset of the line K is already 
izVdefinable (with parameters from the model K). When the property holds for all 
the models K of an ^-theory 9~, then iT is called ^?b-minimal. 

Using this notion, o-minimality is in fact (<)-minimality. Other examples of 
this kind are minimality, C-minimality, P-minimality and so on. Note that among 
the existing notions of minimality that make sense in the /J-adic context, namely 
P-minimality [9] and ^-minimality [5], only P-minimality fits into this framework. 

Haskell and Macpherson developed the concept of P-minimality as a /?-adic ver
sion of o-minimality. In P-minimality, only structures (K, J5?) where Jz? D •S'nng are 
considered. However, also structures which can be defined using weaker languages 
than .S?rjng, like ordered groups (R, +, <), may satisfy the definition of o-minimality. 
We think that this restriction in the scope of P-minimality is somewhat artificial, 
since for example the semi-affine structure (Qp, +, —, {x H-> CX}C€QP, {P„}„), which 
was studied by Liu in [10], has the same definable subsets of Qp as one has with the 
ring language. Here the symbols Pn are the Macintyre predicates for the nonzero 
«-th powers in the field. 
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622 RAF CLUCKERS AND EVA LEENKNEGT 

In this paper we present a language S?M > as a /?-adic alternative to the minimal 
language (<) of o-minimality (hence the subscript 'M' in S"M, which stands for 
'Minimal language')- Giving an explicit theory of the models K in which we are 
interested, purely in the language S'M, is not yet possible at this point. Instead, 
we have to assume that the models K also have a field structure (more precisely a 
structure of valued field, with a finite residue field and a Z-group as value group). 
Using this field structure, we can axiomatize what the symbols of S?M mean. 

The language 5?M itself is a very weak language, indeed much weaker than the 
field language. In particular, the only definable functions in the language 5?M are 
trivial ones: we show that any S'M-definable function X c K" —> K is piecewise 
a coordinate projection or a constant function, where the pieces can be taken 
5CM -definable. We introduce a definitional expansion 3"M of S'M in which K has 
quantifier elimination and we prove a cell decomposition theorem. We also discuss 
non-definability of Skolem functions and mention some difficulties in classifying 
the definable sets up to definable bijections. 

The models K are allowed to be quite general since our axioms do not require K 
to be Henselian, neither do they require the characteristic to be zero, so that our 
results are also valid for fields like ¥q(t). For most of the paper, we will be working 
in the following class of fields: 

1.2. DEFINITION. Let F^ be the finite field with q elements and Z the ordered 
abelian group of integers. We define a (F?, Z) -field to be a valued field with residue 
field isomorphic to ¥q and value group elementarily equivalent to Z. 

The definition of (F?,Z)-fields encompasses a very diverse range of fields, like 
Qp and Q with the p-adic valuation (both with p = q), and also ¥q(t) and F?((/)). 
Formally p-adic fields as introduced by Ax and Kochen [1] are (F9,Z)-fields, as 
are all /?-adically closed fields. We should note that the use of the term '/radically 
closed' may differ somewhat among authors. As is common in P-minimality, we 
use the notion introduced by Prestel and Roquette in [14]. Hence, a /7-adically 
closed field is a henselian (F?, Z)-field of characteristic zero, where q = pr, and the 
dimension of @KI P@K regarded as a vector space over F^ is finite. 

In section 1.4 and Proposition 4, we show that in the particular case where K 
is a /?-adically closed field, the semi-algebraic subsets of K are precisely the SfM-
definable subsets of AT (where definability is with parameters from K). Macintyre 
raised the question to us whether /?-adically closed fields are the only fields in which 
this property is true; we leave this question to the future. 

We will now explain the symbols used in our language. Fix a (F?, Z)-field K, fix 
an element %K with smallest positive order, and write J(K for the maximal ideal of 
the valuation ring &K oi K. For each integer n > 0, let P„ be the set of nonzero 
n-th powers in K. For each m > 0, we will define sets Q„,m using so-called angular 
component maps. The following lemma shows that such maps exist and that they 
can be defined in a unique way. 

1.3. LEMMA. For each integer m > 0, there is a unique group homomorphism 

acm: Kx -> (&K mod7t£)x 

such thatacm(7ZK) = 1 and such thatacm(u) = u mod {UK)"' for any unit u G &K-
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A VERSION OF />-ADIC MINIMALITY 623 

PROOF. Put Nm := {q - l)qm~l and let U be the set PNm • ®x. Note that Kx 

equals the finite disjoint union of the sets ne
K • U for integers I with 0 < I < Nm — 1. 

Hence, any element y of Kx can be written as a product of the form nKxNmu, with 
u 6 &l, ^ G {0 , . . . , Nm - 1}, and x G ATX. 

Since acm is required to be a group homomorphism to a finite group with Nm 

elements, it must send PNm to 1. Also note that the projection &K -> @K mod 
7t̂  (which is a ring homomorphism), induces a natural group homomorphism 
p: &£ -> {(9K mod n^)x. Now if we write y = nKxN,"u, we see that acm must 
satisfy 

acm{y) = p(u), (1.3.1) 

which implies that the map acm is uniquely determined if it exists. Moreover, we 
claim that we can use (1.3.1) to define acm. This is certainly a well defined group 
homomorphism: if one writes y = nKxNmu for some other u G &£ and x & Kx, 
then clearly p(u) = p(u). It is also clear that this homomorphism sends UK to 1 
and satisfies our requirement that acm(w) = u mod {nK)m for any unit u e &K- H 

Related results, on the existence of cross sections for formally /7-adic fields (these are 
/?-adically closed fields where the residue field is ¥p and ordp = 1) were previously 
obtained by Scowcroft [15]. 
Using the angular component maps from Lemma 1.3 , we can define sets Q„,m, for 
any m, n > 0, as follows: 

Qn.m •= {x e P„ • {\+J?%) I acm(x) = 1}. 

Note that Qnjn is an open subgroup of finite index of Kx (for the valuation topol
ogy), and that Q„ m is definable in the language of valued fields (+,—,-, |) by the 
above construction of acm. 

For any element X G K, let XQnm denote the set {Xt j t G Qn,m}- Now let SCM be 
the language consisting of predicates Rn_m in three variables, with 

Pn.m(x,y,z) if and only if y — x G zQn,m. 

As is common notation, we write ord for the valuation map to the additively written 
value group, enriched with +oo for the image of 0. For each integer k, the three-
variable predicate Dk is given by 

Dk(x, y, z) holds if and only if ord(x — y) < ord(z — y) + k. 

Let 2"M be the language 5?M, extended with the predicates Dk. 
By definable we always mean definable with parameters from the model. For the 

rest of the paper we will assume that K is a fixed (¥q, Z)-field (unless it is explicitly 
stated otherwise.) The first main result of this paper is the following. 

1. PROPOSITION. The language 2"M is a definitional expansion of 3?M in the sense 
that the structures (K, Sf'M) and (K, 5?M) have the same definable sets. Moreover, K 
admits quantifier elimination in the language 3"M. 

We will use cell decomposition techniques to prove Proposition 1. The cells we 
consider will be sets of the following type: 
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624 RAF CLUCKERS AND EVA LEENKNEGT 

1. DEFINITION. An S'M-c€i\ A c Kk x K is a set of the form 

A = {(x,t) eD xK | 

£\ + ord(ai - c) Di ord(? - c) D2 (.2 + ord(a2 - c). t ~ c e XQ„,m}, 

where x = (xi,...Xk) and the tt are integers. The set D equals the image of A 
under the projection of A to Kk, and is a quantifier free 2"M -definable subset of Kk. 
• 1 and D2 denote '< ' or 'no condition', X e K, the a, and c are either one of the 
variables x\ ,Xk or a constant from K, and the a, — c do not vanish on D. We 
call c the center of A, and Z> the base of A. 

Clearly, any 2"M-cd\ is an J?^-definable set. Indeed, using the symbols from 
-§"',, we can describe a cell A, where for example the •,• both denote '< ' , in the 
following way: 

A = {(x,t) e D x K I D_fl(fli.c. t) ADe2{t.c.a2) A R„,„,(c.tA)}. 

The following is the main technical result of the paper. 

2. PROPOSITION (Cell Decomposition). Every 3"M-definable subset X of Kk x K 
can be partitioned into finitely many 2''M-celh. 

Note that, in a P-minimal structure, one has a cell decomposition result (in the 
form of [13]) if and only if one has definable Skolem functions, by the main result 
of [13]. (To our knowledge, it is not known whether every P-minimal structure 
automatically has definable Skolem functions.) The structure (A". 5f'M) is different: 
it does not allow definable Skolem functions (see Section 3), and yet it has the cell 
decomposition result Proposition 2. 

Observe that in our notion of cells, the boundaries on the left of Di and on the 
right of Di are in general not the order of definable functions (see Proposition 3), 
which contrasts with the definability of boundaries in the usual notions of /?-adic 
cells, in the semi-algebraic and subanalytic languages and in the P-minimal context 
of [13]. This difference might (partly) explain the non-existence of Skolem-functions 
in our case, as the proof of the mentioned main result of [ 13] relies on the definability 
of the boundary functions. 

The above cell decomposition result allows us to establish the triviality of i n 
definable functions. 

3. PROPOSITION. Any S?M-definable function f: X c Kk —> K is piecewise a 
coordinate projection or a constant function, where the pieces can be taken Sfin
definable. 

By providing two examples in Section 3 we show that 2CM does not have de
finable Skolem functions, and that the classification of [2] for semi-algebraic and 
subanalytic sets does not analogously hold for S'M -definable sets. 

1.4. S?M-minimality and P-minimality. For K = Qp, (and similarly for a finite 
field extension of Qp) the sets Qnm are simply the sets 

Qn.m= \Jpk"(l+pmZp). 
kez 

Moreover, using Hensel's Lemma, it is easy to see that Qnm C P„ for sufficiently 
large m. Since the sets Qn,m have finite index in Q*, this implies that the sets P„ can 
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A VERSION OF />-ADIC MINIMALITY 625 

be partitioned as finite unions of sets XQnm. By a similar argument one sees that 
Qnjn can be partitioned as a finite union of sets XPN for suitable N. We can then 
use the cell decomposition result [7] of Denef to conclude that any semialgebraic 
subset of the line Qp can be partitioned as a finite union of .S^-cells, which implies 
(because of Propositions 1 and 2), that the S'M-definable subsets of Q^ coincide 
with the semi-algebraic subsets of Qp. (In the /?-adic context, semi-algebraic means 
definable in the ring language, or equivalently, definable in Macintyre's language, 
cf-[11]-) 

Similar reasoning holds for any p-adically closed field. We therefore suggest the 
following candidate definition for a minimality notion on (F¥, Z)-fields: 

2. DEFINITION. Let K be a (F^.Z)-field. Let S? be any language on K expand
ing S£M. The ^"-structure K is called 5£M-minimal if and only if all ^-definable 
subsets of A' are already S?M -definable. The theory of (K. 5C) is called i?M-minimal 
if and only if all J?-definable subsets of K' are already 5CM-definable, where K' is 
any structure which is elementary equivalent to (K, 5f). 

This new minimality notion is then a natural generalization of P-minimality, 
since the cell decomposition result of [2] for subanalytic sets (or, alternatively, 
the P-minimality result for the subanalytic structure on Qp of [8] and the cell 
decomposition result of [7]) imply the following result. (See [6] for more context on 
subanalytic sets.) 

4. PROPOSITION. The subanalytic structure on Qp (or on a finite field extension 
L of QP) is ^M-minimal and has S?M-minimal theory. Hence, any intermediate 
structure between the structure SM and the subanalytic structure on Qp is 3?M-
minimal and has ^M-minimal theory. 

Furthermore, all /^-minimal structures on <Q>P (or on a finite field extension L 
of Qp) have 5CM-minimal theory (but not the other way around). Some of the 
intermediate structures between the structure S?M and the subanalytic structure on 
L are known to have cell decomposition, for example, the semi-affine expansion of 
5?M by Liu [10], or any of the analytic structures of [3] on L. Whether a general 
intermediate structure automatically has cell decomposition is actually an open 
question. 

§2. The proofs. 

The following is the main technical lemma. Recall that the field K is a fixed 
(F„.Z)-field. 

2.1. LEMMA. Let C\, Ci be 2"M-cells with centers c\, resp. C2, and with C\, Ci C 
Ke+l for some e > 0. Then C\ n C2 can be partitioned into a finite union of 2C'M-cells 
A, each of which has a center which is either c\ or ci-

PROOF. By partitioning C\ and C2 further if necessary, we may suppose that they 
both use Qn.m with the same positive integers m,n, that is, that C, consists of all 
(.v, /) G D, x K satisfying 

ku + ord(«i, - c^ 0\i ord(t - c,) D2i k2i + ord(a2; - c,-), t - c,- e hQn.m 

for / = 1.2, where the symbols have their meaning as in Definition 1. We may 
suppose that / , ^ 0 for / = 1,2, since otherwise the lemma is trivial. Up to a finite 
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626 RAF CLUCKERS AND EVA LEENKNEGT 

partition, we may suppose that on C\, one of the following conditions holds for 
k = 1 + m +n + X)i ,-=i 2 Î O'I' a n d some integer £\ with —k<£\< k: 

ord(r - c\) > ord(c2 - c\) + k, (I)/t 

ord(r - c\) < ord(c2 - c\) - k, (11)̂  

ord(? - a) + £x = ord(c2 - ci). (Ill)*, 

Note that (1)^ and (11)^ imply respectively 

ord(? - c\) > ord(c2 - c\) + k = ord(? - c2) + k, (i)* 

ord(? - c2) = ovd{t — ci) < ord(ci - c2) - k. {ii)k 

If (I)/t holds on C\, put 

PF = {x G £»2 | fci2 + ord(ai2 - c2)D12 ord(ci - c2)n22A:22 + ord(a22 - c2)}. 

Then one has 

Q n c2 = {(*,*) G (»r x A:) n c, | c , - c2 e A2eB.OT}, 

which is easily seen to be a finite disjoint union of 2"M-cells of the desired form. 
If (II)fe holds on C\, then we may suppose, up to partitioning C2, that either 
C\ n C2 is empty, or that (u% holds for all (x, t) G Ci and for all (x, /) G C2. 
If now the intersection C\ n C2 is nonempty then C\ n C2 consists of all points 
(x, ?) 6 (D\ n D2) x i£ satisfying the conditions 

max{A:i,- + ord(ai, - c,)} < ord(? - c{) < min{&2, + ord(a2j- - c,)}, 
i&I i=l ,2 

and 

* - Ci G X\Qn,m, 

where / consists of i such that Dj, is the condition <, and where the maximum 
over the emptyset is —00. If #1 > 1 we have to show that the function x M-
max,e/{A:i, + ord(«i, — c,-)} is piecewise of the form r + ord(a — c\), for some 
integer r and some a being either a constant from K or one of the variables x,, and 
correspondingly for the minimum. From (ii)k and the fact that C\ n C2 is nonempty, 
one can ensure that the relations 

ord{ajk - c2) = ord(ajk - c\) 

hold for 1 < j , k < 2 and (x, r) G C\ n C2. From this one can easily finish the 
case (II)fc. 

We may suppose by symmetry (that is, reversing the role of C\ and C2) that, if 
(III)^, holds on C\, then also 

ord(r - c\) +1\ = ord(c2 - c\) = ord(t - c2) + 2̂ (iii)^ 

holds with £ = {£\, ^2) and -k <(.2<k. Suppose again that C] n C2 is nonempty. 
If one now fixes the residue classes of c2 — c\ and of / — c\ modulo Qikn.ikm then 
the conditions 

ord(c2 - ci) = ord(? - c2) + £2 and ? - c2 G A2g„.m 

follow automatically from ord(t — c\) + £\ = ord(c2 — c\). Using this fact, one can 
easily partition C\ n C2 into finitely many 3"M -cells. H 
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A VERSION OF />-ADIC MINIMALITY 627 

The previous lemma has the following consequence, which forms a part of Propo
sition 2. 

2.2. LEMMA. Any quantifier-free 3"M-definable subset of Kk+l can be partitioned 
as a finite union of 3"M-cells. 

PROOF. By Lemma 2.1, it is enough to show that the sets (and complements of 
these sets) 

{{x,t) G Kk+X | Dn(gl,g2,g3)} and {(x,t) G Kk+1 | Rn,m(gug2,gi)}, 

with gi G {x\,..., Xk, t} U K, can be partitioned into a finite union of .S^-cells, 
for integers k > 0 and n,m > 1. Since the Qnm have finite index in Kx, finding a 
partition for the relation Rnm is easy, as there exists a finite set A„m c K such that 

{(x,y,t)eK3\R„,m{x,yJ)}= | J {(x,yj)£K* \ Rnm{x,y,X) A Rnm{t,0,X)}. 
AeA„.m 

To treat the relations Dn, it suffices to show that the set 

A := {(x, t) G Kk+X | ord(; -c\)<n + ovd{t - c2)}, 

with c\, c2 G {x\,..., Xk } U K, and « > 1, can be partitioned as a finite union of 
jzfj^-cells. We may suppose that c\ ^ c2. Partition Kk+l in the following way: 

Kk+l = {(x, 0 6 A*+1 I ord(/ - d) > ord(ci - c2)} 

U {(x, t) e Kk+l | ord(? - ci) < ord(c[ - c2)} (2.2.1) 

U {(x, 0 G AT*+1 I ord(/ - ci) = ord(ci - c2)}. 

By intersecting A with these three parts separately, we can finish the proof as follows. 
On 

Bx := A n {(x, 0 G ̂ * + 1 | ord(f - cx) > ord(d - c2)}, 

one has that ord(/ — c2) = ord(cj — c2), and that Bj can be rewritten as 

B\ = {(x, /) G A:fc+1 I ord(ci - c2) < ord(? - c\) < n + ord(cj - c2)}. 

It is easy to see that this is a finite disjoint union of 2"M -cells. The set 

B2 •= {(x, t) G Kk+l | ord(? - ci) < ord(c! - c2)}, 

is a subset of A, and is clearly a finite disjoint union of 2"M-cells. Finally, let us 
consider the intersection 

B3 := A n {(x, /) G A"fc+1 | ord(? - ci) = ord(ci - c2)}. 

Then S3 equals the intersection of 

{(x, 0 G Kk+l I ord(ci - c2) < n + ord(t - c2)} 

with 

{(x, t) G Kk+X I ord(? - ci) = ord(ci - c2)}, 

but these sets can both be partitioned as a finite disjoint unions of cells in a trivial 
way. Now use Lemma 2.1 to finish the proof. H 
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628 RAF CLUCKERS AND EVA LEENKNEGT 

PROOF OF PROPOSITION 1. The quantifier elimination statement follows from 
Lemma 2.2 and the definition of J2^-cells. Indeed, by the (partial) cell decom
position result from Lemma 2.2, it is sufficient to eliminate 3/ from a condition 
(x, t) e A, where A c Kk+l is an .2^-cell. But the base of a cell is defined in a 
quantifier free way by Definition 1, and so we are done. It remains to show that 3"M 

is a definitional expansion of SM • Let Qi be the collection of nonzero elements of AT 
with order divisible by 3. Write k ~3 ju for kQx, = juQi, where kQj, = {kt \ t 6 Qi}. 
The relation P(x,z) given by 

(z - x) ~ 3 Z <*3 X 

is S?M -definable and is equivalent with 

ord(z) < ord(x) A z ^ x. 

Hence, the relation ord(x) < ord(j) for x and y in K is equivalent to 

Vz{P{x, z) =>• z — y ~3 z). 

Likewise, the relation P(z — y, w — y) in j . z, w is 5CM-definable and is equivalent 
with 

ord(w — y) < ord(z — y) Aw — y oo3 z - ^. 

We conclude that ord(z — y) ^ ord(x - j ) is equivalent with 

Vu> (P(z — y, w — y) =>• t o ~ i ~ 3 t » - } ' ) . 

which is clearly J?M-definable. Finally, for each integer k, Dk(x,y, z) can easily be 
seen to be an S?M-definable relation by using the above ^M-definable relations and 
some quantifiers. H 

PROOF OF PROPOSITION 2. Follows from the quantifier elimination statement of 
Proposition 1 and Lemma 2.2. H 

PROOF OF PROPOSITION 3. Partition the graph of the definable function / in 
finitely many S?'M -cells G of the form 

{(x,t) e D x K | 

k\ + ord(«i - c) Di ord(t - c) D2 ki + ord(a2 - c). t - c e kQ„.„,}. 

where the symbols have the same meaning as in Definition 1. For each x e D 
there is a unique t such that {x,t) £ G, since G is a part of the graph of / . This 
uniqueness condition implies that k — 0 for each occurring part G. and thus each 
G is a cell of the following specific form: 

{(x,t) e D xK \t = <•}. 

By Definition 1, the center c is either a constant from K or one of the variables x,, 
so this finishes the proof. H 
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§3. Some examples. The following lemma exhibits the fact that 3?M does not 
have definable Skolem functions. 

3.1. LEMMA . Consider the S?M -definable set 

A = {(x.y) e (Kx)2 j o r d j = 1 + o r d x } . 

Then there exists no £?M -definable function g: Kx —> K such that the graph ofg lies 
in A. 

PROOF. Follows directly from Proposition 3. H 

Another natural question is whether there exists a reasonable classification of 
definable sets up to definable bijections. For semi-algebraic sets in Qp or in a finite 
field extension of Qp, it is shown in [4] that there exists a semi-algebraic bijection 
between two infinite semi-algebraic sets if and only if they have the same dimension, 
and in [2] this is extended to the subanalytic setting. (See [16] for the definition and 
properties of the dimension of semi-algebraic sets, resp. [9] or [6] for subanalytic 
sets.) The next lemma gives an indication that a classification of S?M-definable sets 
up to i?A/ -definable bijections may be not so easy and will probably require new 
insights. 

3.2. LEMMA. Consider 5?M -definable sets given by 

Aj := {x e K | ord(x) = kt} 

for i = 1,2 and some integers k\ ^ kj. Then there does not exist an S'M-definable 
bijection between A\ and At-

PROOF. After a finite partition of A\ in S?'M-cells, the bijection restricted to any 
of the parts would be of the form x n- x or x n- a, for a 6 K, by Propositions 2 
and 3. But it is clear that none of these maps can have an image which is an infinite 
subset of Az. Hence, such a bijection cannot exist. -I 
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